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Abstract—The dissemination of digital disinformation in online social networks (OSNs) has been the subject of extensive research,
although many challenges remain, including the analysis and control of disinformation dissemination across different platforms (i.e.
cross-platform). In this article, we investigate and analyze the spreading patterns and regularities of disinformation both within a single
platform and across platforms. To explore the complex relationship between user propagation desire and behaviour within the same
group, a user propagation desire inference model based on propagation characteristics (behaviour characteristics and time
characteristics) and a bidirectional backpropagation (B-BP) deep neural network are constructed. Then, to avoid overfitting due to the
interaction of users’ propagation behaviour and the correlation among propagation characteristics, a novel adaptive weighted particle
swarm optimization evolutionary algorithm is utilized to further optimize the B-BP deep neural network. We design and conduct a series
of evaluation experiments on the current global hot topics including but not limited to novel coronavirus-19 pandemic (COVID-19), food
safety, medical and health, and environmental protection. By using a real-world social platform and its social situation metadata
analysis, the experimental results show that the proposed method not only accurately predicts the level of user propagation desire
under multiple behaviour interactions but also facilitates social platform managers in handling disinformation disseminators. Our
findings reveal that the intensity of social users’ desires to spread disinformation is related to the topics and groups that users are
interested in, while the propagation motivation of social users is not strong under topics that users are not interested in. Our studies
also demonstrate that social users with propagation desires tend to utilize their familiar social platforms and local circles for
communication, and the behaviour and desire to spread disinformation to the cross-platform are not strong. We posit that these
findings can help inform online and, fine-grained governance and mitigation strategies other than “one size fits all” approaches (e.g.,
“account prohibition and deletion”), and hopefully minimize disinformation dissemination.

Index Terms—Disinformation, Social Situation, Group Effect, User Behaviour, Propagation Desire.

1 INTRODUCTION

HE proliferation of false information such as false news
Tand rumours on social media platforms (e.g., mobile
social networks) has serious impacts on the global economy,
society, life order and even political security [1], [2], [3],
[4], [5]. For example, during the COVID-19 outbreak, a
large amount of false information related to the pandem-
ic has compounded the challenge of social users in dis-
tinguishing between legitimate and false information [6].
Taking COVID-19 as an example, postings on Twitter and
Weibo in April 2020 reported that a volunteer who re-
ceived a vaccine injection died in the UK. This resulted
in fear and distrust for the vaccine, as well as the promo-
tion of subsequent vaccine injection trials [7]. The extent
and consequence of misinformation have prompted the
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U.S. Centers for Disease Control and Prevention (CDC) to
dedicate efforts on vaccine recipient education campaign-
s (e.g., https://www.cdc.gov/vaccines/covid-19/health-
departments/addressing-vaccine-misinformation.html)

False information can be categorized as misinformation
or disinformation, where the latter refers to the generation
and dissemination of false information while knowing that
such news is fake [8], [9]. Misinformation, on the other
hand, refers to the unintentional sharing of fake information
without malicious intention [10]. In other words, a misin-
former (i.e., a person who propagates misinformation) and
a disinformer (i.e., a person who propagates disinformation)
have different intentions. Misinformers usually change their
opinions after being corrected, unlike disinformers [11].
Given the potentially damaging act of disinformation, we
mainly focus on disinformation in this paper.

At present, the propagation of false information on OSNs
includes the following three main aspects. The first aspect
is based on the dynamic propagation model of infectious
diseases [12], [13], [14], [15], [16], [17]. Since the spread
of false information in OSNs is similar to that of a virus,
researchers utilize classical epidemic models to describe
the spreading process of rumours based on three states:
susceptible (S), infected (I) and removed (R) [12], [13], [14].
However, these methods establish only a macroscopic math-
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ematical model and do not include an analysis of various
microscopic mechanisms. With the mixed dissemination of
true and false information in OSNs, researchers further
consider the user’s behaviour characteristics on the basis of
an infectious disease dynamic propagation model to more
comprehensively analyse the influence of various param-
eters on the propagation dynamic model and the mixed
propagation regularity [15]. In addition, on the basis of an
infectious disease dynamics model, some researchers study
how to utilize appropriate methods to prevent the spread of
false information [16], [17].

The second aspect is the dissemination of false informa-
tion based on the statistical features of social networks [18],
[19], [20], [21], [22], [23]. Researchers [18], [19] have utilized
the Lorentz curve, Gini coefficient, edge/node ratio and
other statistical properties of social networks to describe
the patterns of group users spreading false information.
Vosoughi et al. [20], for example, analysed a large amount
of true and false information on Twitter using a statistical
analysis method and found that false information spreads
farther, faster, deeper and wider than true information. An-
alyzing and comparing two types of propagation networks
including disinformation and mainstream news in France
and Italy, Pierre [21] found that disinformation communica-
tion networks show stronger clustering and interconnection
than mainstream news communication networks. Moreover,
Pierre observed that users who share disinformation news
usually have a stronger tendency to share mainstream news.
In addition, Barfar [22] analyzed and compared the effects
of political disinformation and real information on the cog-
nitive and affective factors of social users. The author [22]
found that users’ reactions to real news were more anxious,
while their reactions to political false information were more
angry and rude. To study the propagation regularity of early
false information, researchers, such as [23], have established
true and false early propagation networks by analysing the
forwarding relationship among social users and obtained
different topological characteristics of the two kinds of infor-
mation. The findings provide important theoretical support
for the early detection and control of false information.

The third aspect concerns the propaganda mechanism
of false information across platforms. False information dis-
semination across multiple OSN platforms refers to the flow
of information among different social network platforms
and can be interpreted in two ways [24], [25]. First, the same
false information is propagated and integrated across differ-
ent platforms, and second, the mutual cooperation, sym-
biosis, interaction and coordination among platforms [24].
For instance, Wang et al. [25] proposed an improved energy
model to study the spread of rumours across platforms and
selected the connection rate index to analyse the impact of
rumour spread between different social platforms.

The related theories of group behaviour, process and
dynamics have been studied in the field of social psychol-
ogy [26], [27], [28]. The research on group behaviour is
mainly carried out from two aspects: intergroup (members
of different groups) behaviour and intragroup (members
of the same group) behaviour. Intragroup assimilation and
intergroup differentiation are typical characteristics of group
process [29]. Four modes of coexistence of group dynamics
and psychology in behaviour description include 1) conflict,
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2) hierarchy, 3) niche and 4) cooperation [30]. In addition,
to study group behavior from a computational perspective,
Adrianna et al. [31] proposed a computational model to
predict individual behavior towards members of different
social groups by employing social psychology theory. In-
spired by the group-based research in the realm of social
psychology, scholars have begun to study the behavior,
process and dynamics of groups in the process of false
information dissemination in social networks recently [32],
[33], [34], [35], [36], [37]. Jamieson and Cappella [32], for
example, found that social users who have similar views or
interests usually gather together and form a homogeneous
cluster (i.e. a group of users). The homogeneous cluster
greatly amplifies rumor propagation in social networks [33].
Specially, rumours spread through the homogeneous cluster
members are often more viral and spread faster than those
not spread through the homogeneous cluster members. Xiao
et al. [34] presented a group behavior model of rumour
information propagation by analyzing the rumour diffusion
feature space. Sahafizadeh et al. [35] focused on the influ-
ence of group communication on the dynamic model of
rumour propagation, and indicated that group propagation
greatly increased the propagation speed of rumour and
the scale of disseminators. In addition, by comparing the
group process and dynamics for disseminating different
types of information (e.g. scientific and conspiracy infor-
mation), Vicario et al. [36] demonstrated that homogeneous
clusters were the main driving force of information diffu-
sion. Furthermore, they found that different homogeneous
clusters differ in their cascade dynamics for each type of
information. Bessi et al. [37] found that social users who are
interested in conspiracy theory type information will pay
more attention to conspiracy theory type posts, and these
users will have a stronger forwarding desire.

In summary, false information dissemination has been
widely studied, particularly in recent years. The existing
research focuses mainly on the propagation model of false
information and the propagation regularity of false informa-
tion on the same social platform. Although these research
results provide an important and valuable reference for dis-
information detection and control, a number of challenges
remain:

1) The need to consider dividing users into different
groups according to the content of user dissemination to
study the dissemination of disinformation on the basis of
groups.

2) The need to design new mitigation strategies other
than “one size fits all” approaches (e.g., “account prohibition
and deletion”).

3) The need to study cross-platform dissemination trend-

The “situation” concept was originally used in the study
of natural language semantics [38]. Subsequently, Chang
et al. give the definition of the situation with rich seman-
tics from the viewpoint of computer science and present
a novel and effective computational situation model [39].
The situation-theoretic model has been used to model and
reason human intentions in context-aware service environ-
ments. Specially, a situation is defined as a three-tuple relat-
ed to the time factor, that is, Situ(t) = {M, B, E}, where M
denotes human internal mental contexts (human desires), B
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denotes human behavioral contexts (access pattern from a
user, user’s actions), and E refers to human-environmental
contexts (locations with time) [39], [40]. Therefore, the sit-
uation theory not only contains external observable con-
texts (behaviors and environments), but also includes hid-
den contexts (user’s desires). Recently, situation analytics,
as a new human-centric software engineering computing
paradigm, has been widely studied and applied [40], [41],
[42], [43]. The advantage of this paradigm is that it fully
consider the human situation, human desire and human
intention.

On the basis of situation analytics, we further present a
social situation analytics (SocialSitu) theory for the specific
social network domain [44]. Moreover, the SocialSitu theory
can be further utilized to analyze the relationship between
social users’ behaviors and desires. However, the inference
of user desire has not been reported so far in the research
of disinformation dissemination; thus, partially motivating
this research. Combined with the disinformation dissemina-
tion scenario, we give the specific definitions of desire and
SocialSitu, respectively (see Section 3 for more detail). The
inference model of user propagation desire comprises both
feature extraction and model construction. The selection of
user propagation characteristics (behaviour characteristics
and time characteristics) directly determines the accuracy
of the model output. Therefore, the generalization ability of
the model can be effectively improved by fully considering
the interaction of multiple propagation behaviours and the
correlation among propagation characteristics. The complex
nonlinear relationships between propagation characteristics
and propagation desire can be better handled by a neural
network model. A B-BP neural network is a kind of multi-
layer feedforward neural network that can approximate a
continuous function of any complexity with any desired pre-
cision [45]. However, to avoid the over-fitting phenomenon
caused by the interaction among propagation behaviours
and the correlation among propagation characteristics, the
adaptive weighted particle swarm optimization (AWPSO)
algorithm [46] is used to optimize the parameters of the B-
BP neural network to prevent the algorithm from falling into
a local minimum and improve the accuracy of the model
output. The AWPSO algorithm is based on the principle of
bird swarm predation and utilizes the principle of coopera-
tion and information sharing among individuals in a group
to find the global optimal solution. That the relative theory
can clearly improve the accuracy of prediction results has
been shown in the literature [47].

This article studies the inference method of subjective
desire and malicious degree of group users to disseminate
disinformation and deeply explores the behaviour patterns
of cross-platform users to disseminate disinformation. We
assume that the stronger the user’s desire to spread disin-
formation, the more obvious the user’s malicious degree.
The specific contributions of this paper are as follows.

1) To explore the inherent relationship between users
propagation desire and behaviour within a group, we build
a user propagation desire inference model based on prop-
agation characteristics (behaviour characteristics and time
characteristics) and a B-BP neural network on the basis of
social situation analysis theory. To improve the accuracy
of the model prediction results, a AWPSO evolutionary
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algorithm is used to optimize the hidden parameters of
the B-BP neural network. This method can fit the complex
nonlinear relationship between the input user propagation
characteristics and the output propagation desire and avoid
over-fitting the interaction of user propagation behaviour
and the correlation among propagation characteristics on
the B-BP neural network.

2) On the basis of the inference model, we employ
1,455,812 Sociasitu metadata, and design and conduct a
series of experiments to assess the performance of our pro-
posed inference model. The experimental results show that
our proposed inference model are quite accurate compared
with other baseline methods. To our knowledge, we are
the first to validate a inference method of user propagation
desire in a realistic social network scenario.

3) In the process of inference disinformation dissem-
ination desire, we obtain two important and interesting
conclusions: a) the intensity of social users’ desires to spread
disinformation is related to the topics and groups that
users are interested in, while the propagation motivation
of social users is not strong under topics that are not of
interest; b) social users with propagation desires tend to
utilize their familiar social platforms and local circles for
communication, and users with medium and strong prop-
agation desire occupy a proportion of 68.61%. In addition,
the behaviour and desire to spread disinformation to the
cross-platform are not strong, and users with medium and
strong propagation desire only account for 3.14%.

The rest of this article is structured as follows. Section
2 systematically outlines some previous studies related to
the propagation of disinformation in OSNs, and Section
3 formalizes the research definitions. Section 4 presents
a group division method of disinformation dissemination.
Subsequently, a detailed inference method of user propa-
gation desire is described in Section 5. In section 6, we ex-
perimentally evaluate approaches on a real social network.
In section 7 and 8, the discussions and conclusions of this
article are put forward.

2 RELATED WORKS

In this section, we systematically and comprehensively sum-
marize the results of existing disinformation dissemination
in OSNs research. First, according to the types of social
subjects, we analyze and discuss the disinformation dissem-
ination of social bots and social human. Second, from the
perspective of the time attribute of propagation, the spread
of early disinformation has also been widely concerned by
researchers. Therefore, this section mainly introduces the
related research work of social bots dissemination, social
human dissemination and early dissemination of false in-
formation in detail.

The dissemination of false information by social bots in
OSNs is a relatively new field [48], [49], [50]. Shao et al. [48]
pointed out that social bots played a key role in spread-
ing low-credibility articles, especially after publication and
before mass dissemination. Moreover, social bots pay more
attention to influential users with a large number of fans. In
[49], Shao et al. found that social bots are particularly active
in the early stage of false news dissemination, and tend
to target influential users, which makes false news widely
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shared in OSNS.

In the related research on false information dissemina-
tion of social human, Vosoughi et al. [20] studied the dif-
ferences between true and false news in spreading pattern
by selecting real news and false news distributed on Twitter
from 2006 to 2017 as data sets. They mainly analysed and
discussed the depth, scope, width and structure diffusion of
false information from the perspective of network structure,
the number of nodes and cascades. Furthermore, this study
also pointed out several limitations of the research on com-
bating disinformation. In [11], Cho et al. proposed an opin-
ion model based on subjective logic by dividing social users
opinions on false information into trust, distrust and un-
certainty (ignorance and ambiguity), which can effectively
prevent the spread of false information. Bastick [51] focused
on the impact of disinformation on individual unconscious
behavior, and observed that disinformation was capable of
changing an individual’s unconscious behavior even within
a short period of time. Colliander [52] investigated the im-
pacts of conformity on others when users posted responses
or comments to disinformation. The study found that the
behaviors of other individuals in the comment area of disin-
formation significantly affect individuals attitudes, and their
intentions to propagate or comment on the disinformation.
Liang et al. [53] proposed a rumour detection method based
on social users behaviour characteristics. Meanwhile, they
found out that the behaviour of rumour publishers and
disseminators is different from that of true information dis-
seminators, and rumour generate more responses than true
information in the process of spreading, for example, follow-
ers comments and forwarding. In [15], Wen et al. proposed
a hybrid information (positive and negative information)
dissemination dynamic model, which not only considers the
characteristics of propagation dynamics, but also considers
the behaviour of people making choices when they receive
the two kinds of information. Their research results show
that spreading positive information to suppress negative
information is an effective way to prevent the spread of
false information. Yaqub et al. [54] investigated the influence
of four types of credibility indicators which include Fact
Checkers, News Media, Public, Artificial Intelligence on
users’ intention to share false information.

The differences between false and true information at
early stages of propagation have also been studied by
many scholars. Zhao et al [23] established the propaga-
tion network of real and false information by analyzing
the information forwarding relationship among users, and
concluded that there were obvious differences between the
topological characteristics of false and true news in the
early propagation process. In [55], Liu et al. proposed an
early detection model of false information by classifying the
information propagation paths of social users.

3 RELATED DEFINITIONS

Definition 1: Desire: This represents what social users
want to obtain when using a social network service, namely,
the user’s motivation [44]. It is composed of a series of
atom desires (d), namely, {d1,ds, - - - , d,, }, where d; denotes
the user’s atom-desire at 7. For instance, when social users
want to propagate disinformation that they are interested
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in, the desire may be defined as the intensity level of users
spreading disinformation. The user’s atom-desire can be
divided into three levels: high, middle and low.

Definition =~ 2:  SocialSitu(t):  Socialsitu(t) =
{0bj,ID,d, A, E,T};. On the basis of the social situation
analysis theory proposed in [44], we further combine the
social scene of disinformation dissemination and add the
social object and social target tuple, thus expanding the
original four tuples to six tuples. Here, obj refers to social
objects, such as disinformation and real information; 1D
refers to the social user’s identity information, which
includes the user’s group and role; d refers to the social
user’s atom-desire at t; A refers to the social user’s
behaviour corresponding to d at the moment; E refers
to environmental information, including the terminal
information that the user utilized; and 7" refers to the target
of audience entities. For example, the audience entities of
disinformation dissemination include individuals, groups,
local open platforms, and third-party open platforms (cross
platforms) in OSNs.

Definition 3: The disinformation subset, which refers to
the collection of disinformation under the same topic, is
defined as follows:

fij € topic;
i€(l,K],j€e(l,n] 1)
DPtopic = Utopici (u17 Uz, - -+ auj>

Here, topic; refers to the ith topic, f;; refers to the jth
information that belongs to topic;. Piopic; represents the
collection of all propagators corresponding to the ith topic.

Definition 4: The user history behaviour of spreading
disinformation is defined as B = {(a;, b;, c;, us, At)|u; €
U,At € ¢}. By definition, B represents a collection of
behaviours when user u; interacts with disinformation on
a social platform during a period of time At . a;, b; and
¢; are the numbers of forwards, likes and comments for
disinformation of user u; during At, respectively.

Definition 5: Formal representation of social user groups.
In the process of group partitioning, user groups are for-
malized as Gy = {(U, k;)|U = {ur,ug, - ,un}, ki € K}.
Here, Glz, refers to the collection of all users of propagation
topic k; on a single platform platform, U represents the
collection of users in the same group, and k; refers to the
ith topic in topic set K.

4 GROUP DIVISION OF DISINFORMATION DISSEMI-
NATION

The dissemination of disinformation in OSNs is a form of
social behaviour activity of users. Disinformation is usu-
ally generated and spread in the form of various topics.
Meanwhile, different topics have different effects on social
users. The propagation behaviour of social users is affect-
ed by their interest in the content and the relationships
among users’ friends. Therefore, users from the same group
tend to follow suit and herd when they are interested in
disinformation topics, which results in a series of similar
social activity among users. For instance, most people only
forward information that they are interested in or approve
of.
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Fig. 1. Flow chart of social user groups division. The flow chart is divided into three phases. The first stage is social network attribute collection,
which includes disinformation collection, user behaviour collection and user relationship collection. The second stage is social user topics distribution
modelling. The meaning of each symbol is described in detail in this section. The dynamic social user groups distribution is described in stage 3.
Each group represents a collection of users who propagate information about a particular topic.

According to the content of the user’s historical dissem-
ination of disinformation, we utilize the LDA model [56]
to obtain the topic distribution of users spreading disinfor-
mation. Thus, users are divided into different groups based
on the content and regularity of spreading disinformation
under different topics. The formal definition of the user
group is presented in definition 5. In each group, a user
is either a publisher or forwarder of disinformation. Fur-
thermore, the three stages of social user group division are
shown in Fig.1. The first stage is social network attribute
collection, the second stage is social user topic distribution
modelling, and the third stage is dynamic social user group
distribution.

Specifically, LDA is a probabilistic model based on a text
set, which is a three-layer Bayesian probabilistic topic model
composed of text-topic-word. For a given text set, the model
can be used for topic analysis to learn the topic distribution
of each text and the word distribution of each topic. First,
we integrate the historical content of each social users
disinformation spreading into the same text and utilize
the Chinese word segmentation technology Jieba to extract
stemming and stop listing. According to the social users and
the disinformation text set, the disinformation set is divided
into K topics and T disinformation texts. The words in the
text come from a dictionary containing V words. We utilize
T vectors with V dimensions to represent the text set and
K vectors (k=1, 2, ---, K) with V dimensions to represent
the topic, where represents the word frequency of word v
in text t, represents the word frequency of word v in topic
k, and represents the topic of word v in text t. Second, we
obtain the hidden parameters using a fast collapsed Gibbs
sampling method [57], which can be estimated as follows:

9 Nk + Qg @
Ui,k =
Zf:l (nuik + ak)
Ny v + M
B = 3)

Zl‘//zl(nuil’ + 1)
where n,,; and n,,, refer to the numbers of topics and
words in the text corresponding to user u;, respectively, and
oy, and ), are the Dirichlet prior knowledge. Finally, accord-
ing to the topic distribution of disinformation propagated
by all social users, the content similarity score between
the keywords set corresponding to the topic distribution of
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disinformation propagated by each user and the keywords
set corresponding to K topics is calculated by using the
cosine similarity formula (4).

. ‘ Vi Vi
Sim(u;, Topicy) = —————
IVilll[ Vil
an\le V:Lm X Vkm (4)

) VM (V)2 % SN (V)2

where V; and Vj, represent the M dimensional vectors
corresponding to u; and topicy, obtained by using Doc2vec
algorithm [58], respectively. The user group partition algo-
rithm is shown in Algorithm 1.

Algorithm 1 User group partition algorithm

Input: User collections U, Disinformation collections T, Number of
topics K, Number of words V, Prior knowledge parameters o, 7);
Output: Group collections G={Group(1), - - ,Group(i),- - - Group(p)};
1: Begin
2: foreach u; € Uand i<« 1to |U|do
3:  foreach topick € Kand k + 1 to | K| do

4: Generate By, ~ Dir(n), 0,k ~ Dir(a) // Generate the
word distribution of topic and topic distribution of text for
each user

5.  end for

6: for each word w, and v < 1 to |[V/| do

7: Generate zu; ~ Mult(0u,), wu;v ~ Mult(pz,,,) //

Generate the sequence of words corresponding to text for each
user

end for

: end for

: Calculate the topic distribution similarity score between user u;

and topicy, according to (4)
11: Determine the user group collections under different topics accord-
ing to the similarity score
12: End

5 CONSTRUCTION OF A PROPAGATION DESIRE IN-
FERENCE MODEL
5.1 Feature extraction and description

In the process of disinformation dissemination, different
users may have different propagation behaviour patterns
and time characteristics. This section introduces the be-
haviour characteristics and time characteristics of disin-
formation spreading in detail. Social user behaviour char-
acteristics are composed of the user’s attention, activity,
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propagation influence and transfer probability. The time
characteristics of users consist of the average time interval
and time interval entropy.

5.1.1 The definition and description of behaviour character-
istics

a) The attention of users spreading disinformation: User at-
tention, an important indicator of users’ propagation de-
sire, can measure the degree of interaction between users
and disinformation as a whole. Meanwhile, user attention
accurately portrays the individual performance in OSNs.
Here, we investigate three manifestations of user attention
in OSNs: retweets, likes and comments. Moreover, we utilize
the number of individual behaviours in a certain period
of time to represent user attention. The definition of user
attention is as follows:

In(MET 4 M*e) 4 p{E)

6

the intensity of users’ desire from the scope of disinforma-
tion spreading, we define the transition probability of users’
spreading information as follows:

Xt+1)=45X(t)=1
Transition probability(i, j) = L X+ 1) =5 X(1) Z},

Yo X(t) =1

ke N

®)
where ), X (t) = i indicates the total number of tran-
sitions that occur in behaviour status ¢ among audience
entities. ), {X(t + 1) = j,X(t) = i} refers to the total
number of audience entities for audience entity ¢ at ¢ and
audience entity j at t+1. The above definition captures the
transition probability of different types of audience entities
corresponding to users.

Algorithm 2 Parameter optimization algorithm

Input: Weights and thresholds of the B-BP neural network
Output: Personal best position p, Global best position p,,
1: Begin

Attention(u;) =

©)
where M&?T), Mélfke) and M,wa) are the numbers of
retweets, likes and reviews by u; in time interval At, re-
spectively. N indicates the total number of users. Moreover,
LV ln(M(RT) + Mtk 4 M(RV)) denotes the average
N Zui=1 ui i ug
number of behaviours for all users.
b) The activity of users spreading disinformation: The quantity of
disinformation forwarded by users in a specific time interval
can accurately reflect the activity of users. In the course
of spreading, forwarding is a common form of interaction
and communication among users. Therefore, disinforma-
tion sharing is inferred based on the quantity and time of
forwarding activity. In general, disinformation spreading is
positively correlated with the intensity of users” desire. User
activity can be defined as follows:

w;
n
Activity(u;) = %OSQ, when t; <t <t (6)
repostl
where n;i o, and npil o indicate the total number of

pieces of information and disinformation forwarded by user
u; during period [t1, 2], respectively.

c) The influence of users spreading disinformation: The influence
of users participating in spreading disinformation is close-
ly related to their activity and number of friends on the
social network platform. Therefore, we take user activity
as the base of user propagation influence and the number
of friends as the coverage index. The influence of users is
expressed as

Influence(u;) = (fy,)!9IN" (w)l+1 7)

where frr =1yl o0/ (It —ta|) and N (u;) represents the
number of friends of user u;.

d) The transfer probability of users spreading disinformation: The
audience entities of social users who spread disinformation
include individuals, groups, local open platforms and cross
platforms in the OSNs environment. These audience entities
have a direct relationship with the scope of propagation.
Therefore, we infer the scope of users’ dissemination of
information through the audience entity type. To describe

Authorized licensed use limited to: Zhiyong Zhang.

At % % Zz]\il ln(MTS?T) + Ml(jfke) + M,(f‘)v))Z Initialize parameters d, w1, w2, kmaz, n // initialization and

construction

3: Randomly generate particle position XD

; / and its corresponding

velocity vgl) (t=1,2,---,d) // drefers to the number of the initial
weights and thresholds of the B-BP neural network

4: pz(.l) = x51>, pE,l) = arg min f(x) /] f(x) refers to the
' re (D) )y

fitness function and x represents the weights and thresholds

d

5: fork=1:kmas do
6: fori=1:ddo
7: w= w1 — (w1 —w2) X k/kmaaz
8: viFD = wv® 4 P —xMr(pf —x(Y)
+F(pgk> — xgk))rg (pék) - xgk)) // The elements
of n-dimensional vectors r; and ry are random numbers in the
interval [0,1]
9: §k+1) _ ng) i v§k+1)
10: if FxX* Ty < £(p*)) then
11: p,EkJrl) = x£k+1)
12: else
13: pF ) = pk)
14: end if
15: i=1+1
16: end for
17. if3ie {1,2,- d}and F*T) < f(p{¥) then
18: p(gk'H) = ng-H) //i* = arg min; f(xl(.k+1))
19: else(k_H) )
20: Py =Py
21:  endif
22: k=k+1
23: end for
24: End

5.1.2 The definition and description of time characteristics
a) The average time interval of users spreading disinformation:
Propagators often selectively spread disinformation in a
short time. The average time interval of disinformation
dissemination is determined by the time that the informa-
tion is published and the time spent by disseminators to
disseminate the information. The time interval is inversely
proportional to the intensity of the users’ desire. Therefore,
we define the time interval of user propagation as follows:

N

1

Time interval (u;) = FNw E (t(lk) - t(()k)) 9)
k=1

where |FN"i| refers to the amount of disinformation for-
(k

warded by user u; and t(lk) and ) indicate the time when
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user u; propagates the kth piece of information and the
corresponding release time, respectively.

b) The time interval entropy of users spreading disinformation:
Time interval entropy can accurately reflect the temporal
distribution of users’ propagation behaviour. According to
the time interval of information dissemination, we use the
definition of information entropy to measure the regularity
of information dissemination. The time interval entropy of
user u; spreading disinformation is defined as follows:

Hao(us) = — 3 par(Atlog(par (At))

=1

(10)

where par(At) = nar/(Sh_; nas,):

For convenience, the above-mentioned user behaviour
features and time features are unified into a term F};, refer-
ring to the kth feature of the ith user u;: Fj;=Attention (u;),
Fio=Activity (u;), Fizs=Influence (u;), Fjs=Transition prob-
ability (7, j), Fis=Time interval (u;) and Fjs=Time interval
entropy (u;).

5.2 Model construction

The desires of social users who spread disinformation re-
flect the internal change trends of users in the process of
dissemination and lay the foundation for the control of
disinformation dissemination. A corresponding relationship
exists between user desires and dissemination behaviour.
Therefore, based on the division of social user groups, we
infer the desire behind the propagation behaviour of users
in the same group.

In the process of spreading disinformation, propagators
may be affected by their political views or economic inter-
ests, which leads to different levels of desire under different
topics. Therefore, due to the complexity and variability of
user propagation desire, the traditional linear classification
model shows poor generalization ability in the process of
desire inference. As a classic neural network learning algo-
rithm, the B-BP neural network model has good nonlinear
mapping ability and is suitable for classifying the propaga-
tion desire intensity level.

The neural network learning process dynamically ad-
justs the connection weights between neurons and the cor-
responding threshold of each functional neuron according
to the training data. The training process can be seen as a
form of parameter optimization. That is, in the parameter s-
pace, the optimal parameters to minimize the corresponding
training error are determined. Due to the interaction of user
propagation behaviour and the correlation between propa-
gation characteristics, the B-BP neural network is prone to
falling into local minima and has weak global search ability
in parameter optimization. However, the PSO algorithm has
global properties and can improve the prediction accuracy
of neural networks [59], [60], [61]. Therefore, we introduce
a novel adaptive weighted PSO algorithm to optimize the
weight and threshold of the neural network such that the
trained neural network can better approach the global min-
imum. The parameter optimization algorithm is shown in
Algorithm 2.

The training process of B-BP model can be regarded
as minimizing both the forward propagation error F; and

Authorized licensed use limited to: Zhiyong Zhang.

Algorithm 3 Propagation desire inference algorithm

Input: The social user
{Group(1), Group(2),- -+ ,Group(p)}
The social user history behaviours B = {(a;, b;, ¢;, u;, At)|u; €
U, At € ¢},

The collection of social user behaviour characteristics and time
characteristics F' = {Fj1, Fi2,- -+, Fig}
The social user tags L = {(d;,u;)|u; € U)}

Output: The prediction matrix of desire
argmax; P;(Y;|G, B, F, L)

1: Begin
2: Initialize learning rate parameter w
3: forg; € Gand j < 1topdo

groups G =

inference Y'* =

4:  repeat
5: for all training data do
6: Phase 1: forward training
7: Calculate the forward propagation error E; according to
formula (11)
8: Update connection weights u,, and w,; according to (13)-
(14)
9: Update biases b;? and b, of hidden layer and output layer
neurons according to (15)-(16)
10: Phase 2: backward training
11: Calculate the forward propagation error E3 according to
formula (12)
12: Update connection weights ., and w,,; according to (17)-
(18)
13: Update biases bi; and b;? of hidden layer and output layer
neurons according to (19)-(20)
14: end for

15:  until converge

16:  for all testing data do

17: predict Y* = argmax; P;(Y;|G, B, F, L)
18:  end for

19: end for

20: End

backward propagation error Es. Specially, the forward prop-
agation error E; can be expressed as

M

1 2
EIZEZ(ym_agn)

m=1

(11)

where y,, and a¥, represent the real value and activation
value of the m-th neuron in the model output layer, respec-
tively. The backward propagation error F can be expressed
as

(12)

where x,, and a refer to the real value and activation value
of the v-th neuron in the model input layer, respectively.
For a given learning rate parameter w, the update rules of
forward training are as follows:

uf ) =) — w(al, - ym)al (13)
M
t+1 t '
wij ) = wf}j) — w(z (a¥, — ym)ujma? xy)  (14)
m=1
M
h(t+1 h(t '
b; (1) - bj( ) _ w(z (a¥, — Ym)ujmal ) (15)
m=1
B = B — w(at, — ym) (16)
The update rules for backward training are as follows:
v
u;j:l) = ng - w(Z(aﬁb - a:v)wvja?b ye)  (17)

v=1
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wl()t;rl) _ wg) _ w(aib _ l‘y)a?b (18)
B — ) (a7 — ) (19)
v
by(ﬂ,l) _ b?(t) _ w(Z(aib _ xv)ww_a?b’) (20)
v=1

The updating rules are repeated until the training error of
the model reaches a sufficiently small value. Moreover, to
optimize the weights and thresholds of the neural network,
a multilayer deep neural network based on the AWPSO
algorithm is constructed. The test samples are then input
into the above model, and the propagation desire intensity
matrix of users is obtained. The specific process is shown in
algorithm 3.

6 EXPERIMENTS
6.1 Experimental Dataset

In this section, we mainly show the experimental dataset
from the following three aspects. 1) We briefly introduce the
Shareteches platform. 2) We provide the process of dataset
collection and division criteria of disinformation topic. 3)
We present the ethical process and approvals in detail.

1) Brief introduction of Shareteches platform: We select
the online social network platform Shareteches (former-
ly CyVOD) [62] (http://www.shareteches.com) as the ex-
perimental platform that comprises website platform and
mobile applications (Android and iOS). Shareteches is an
online technology community with social functions, which
can provide users with real-time communication, discussion
and services. Users can exchange and share technology
topics and nearby technology information anytime and any-
where by utilizing Shareteches APPs. The platform frame
integrates multiple functions such as multimedia content
management [63], copyright protection, security assessmen-
t [64] and malicious social bot detection [65], and so forth.

2) Dataset collection and description: On Shareteches, the
propagation behaviour of users is acquired by a data
burying point, and the Sociasitu metadata are collected
on the server side. We collect 1,455,812 Sociasitu meta-
data from the beginning of social users’ first appearance
on Shareteches until December 20, 2021. Moreover, these
metadata record every complete session of social users
using Shareteches in real-time. On the basis of Sociasitu
metadata, we build a complete dataset that can be used for
disinformation dissemination research. The disinformation
in the dataset has been verified from five reputable fact-
checking organizations in China, including China Inter-
net joint rumour-refuting platform (piyao.org.cn), science
rumour-refuting platform (piyao.kepuchina.cn), jiaozhen
rumour-refuting platform (news.qq.com), toutiao rumour-
refuting platform (toutiao.com), and sina rumour-refuting
platform (piyao.sina.cn). Among them, the China Internet
joint rumour refutation platform integrates the rumour
refutation data resources provided by more than 40 rumor
refutation platforms in China’s provinces. These rumour-
refuting platforms identify and verify rumours, and pro-
vide authoritative rumour refutation information of relevant
departments and experts. Furthermore, these organizations
can also fully present and parse the content (title, body),
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veracity (true, false, or mixed), description of evidence and
official certification authority of each disinformation.

The disinformation dataset contains 5,175 disinforma-
tion propagated by 22,086 users, of which each disinforma-
tion includes Sociasitu metadata information, text content
(pictures), number of forwards, number of comments, num-
ber of likes and all comment texts. Moreover, the personal
profiles of disinformation publishers/spreaders are also in-
cluded in this dataset. Given that both kinds of information
(disinformation and misinformation) pose a threat to effec-
tive communication in practice [10] and the malicious intent
of disinformation is difficult to distinguish from the true
description of a controversial point of view [51], this dataset
does not check between disinformation and misinformation.
Table 1 gives the detailed statistics of the disinformation
dataset. Since Socialsitu metadata can record the complete
session of users accessing disinformation, this statistic is
much larger than other statistics.

TABLE 1
Statistics of the experimental dataset

Statistic Total amount
# of Socialsitu metadata 1,455,812

# of Socialsitu six-tuple metadata 579,698

# of true information 17,948

# of disinformation 9,105

# of users 25,974

# of forwards 18,737

# of likes 21,446

# of comments 6,866

The division criteria of disinformation corresponding
to four topics (COVID-19, food safety, medical care and
health, and environmental protection) in the dataset can be
expressed as follows. First, we employ the LDA topic model
to obtain the keyword sets corresponding to four topics. The
distributions of keyword sets vary among four topics. Then,
the term frequency-inverse document frequency (TF-IDF)
values of the keywords corresponding to each disinforma-
tion are calculated by applying the TF-IDF algorithm [66],
and these keywords are ranked in descending order accord-
ing to the TF-IDF values. At last, the content similarity score
between the top-50 keywords set corresponding to each
disinformation and the top-50 keywords set corresponding
to each topic is calculated by employing cosine similarity
from formula (21).

V-V,
T Nalivzl
_ D i1 Vik X Vi

VS (V)2 % /S, (V)2

In the above, where V; and V; represent the n dimensional
vectors corresponding to topic; and disinformation; ob-
tained by using Doc2vec algorithm, respectively. The in-
tensity level of users’ propagation desire is usually related
to the propagation theme (group). Therefore, to infer the
strength of group users” propagation desire, it is necessary
to label the strength of all users’ propagation desire in
each group. The annotation results are divided into Chign,
Ciddie and Cloy,, which correspond to strong, medium and

Sim(Topic;, disin formation;) =
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Fig. 2. Cumulative distribution function curve of factors influencing users’ desires to spread disinformation. This analysis is based on the Shareteches
social platform, and the third-party social platform refers to WeChat, QQ, LinkedIn and Weibo. Cumulative distribution of each factor influencing user
propagation desires at three different levels: high (green triangles), middle (orange triangles) and low (blue circles). The hierarchical distributions of
spreading desire from (a) the quantity of disinformation, (b) the quantity of true information, (c) the activity of sharing disinformation, (d) the local
circle of the social platform, (e) the friends and groups of a third-party social platform and (f) the circle of friends of a third-party platform are quite

different.
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Fig. 3. The distribution of topic numbers and types. (a) The distribution between the number of different topics and perplexity. The horizontal and
vertical coordinates denote the topic numbers and perplexity indicators, respectively. When the number of topics is 10, the perplexity is the smallest.
Therefore, we choose the number of topics k = 10; (b) The distribution of the four topics. Food safety and environment type account for 30%, while

COVID-19 and medical and health account for 20%.

weak grades, respectively.

3) Ethical considerations: In the process of collecting indi-
viduals” information, we strictly abide by the privacy terms
and policies of Shareteches user agreement. These privacy
terms and policies have been reviewed and approved by
China’s network security regulatory authorities. Moreover,
these user privacy terms and policies comply with the
network security law of the people’s Republic of China,
the data security law of the people’s Republic of China, the
consumer rights and interests protection law, the provisions

Authorized licensed use limited to: Zhiyong Zhang.

on the protection of personal information of Telecom and
Internet users, the personal information protection law of
the people’s Republic of China and other relevant legal
requirements. We respect and protect the personal privacy
of all users using the Shareteches service. In other words, we
only collect and use publicly available user metadata anony-
mously. Note that user metadata with privacy restrictions is
beyond the scope of our collection and use.
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TABLE 2
Statistical results for desire inference over Group A
Group A LR BPNN SVM-TS FNED XGBoost PCA+RF AWPSO+B-BPNN
Attributes 8 8 8 8 8 8 8
Correctly classified instances 0.6889 0.7727 0.7046 0.7692 0.8148 0.7037 0.8392
Incorrectly classified instances 0.3111 0.2273 0.2954 0.2308 0.1851 0.2963 0.1608
Kappa statistic 0.5302 0.6210 0.4743 0.5903 0.7013 0.5731 0.7521
Mean absolute error 0.3333 0.2500 0.3409 0.2307 0.1852 0.3518 0.1607
Root mean squared error 0.6146 0.5436 0.6571 0.4803 0.4303 0.6804 0.4009
TABLE 3
Statistical results for desire inference over Group B
Group B LR BPNN SVM-TS FNED XGBoost PCA+RF AWPSO+B-BPNN
Attributes 8 8 8 8 8 8 8
Correctly classified instances 0.6037 0.7346 0.6590 0.7111 0.8182 0.6364 0.8637
Incorrectly classified instances 0.3963 0.2654 0.3410 0.2889 0.1818 0.3636 0.1363
Kappa statistic 0.4533 0.5514 0.4545 0.5038 0.7143 0.3623 0.7664
Mean absolute error 0.3962 0.2653 0.4318 0.2888 0.1819 0.4090 0.1364
Root mean squared error 0.6295 0.5150 0.7833 0.5375 0.4264 0.7071 0.3692
TABLE 4
Statistical results for desire inference over Group C
Group C LR BPNN SVM-TS FNED XGBoost PCA+RF AWPSO+B-BPNN
Attributes 8 8 8 8 8 8 8
Correctly classified instances 0.6842 0.7273 0.6667 0.7500 0.7333 0.7000 0.8333
Incorrectly classified instances 0.3158 0.2727 0.3333 0.2500 0.2667 0.3000 0.1667
Kappa statistic 0.4950 0.4803 0.2623 0.5556 0.4737 0.4340 0.6565
Mean absolute error 0.4474 0.3182 0.4667 0.3330 0.3333 0.4000 0.1666
Root mean squared error 0.8429 0.6396 0.7746 0.7071 0.6831 0.7746 0.4082
TABLE 5
Statistical results for desire inference over Group D
Group D LR BPNN SVM-TS FNED XGBoost PCA+RF AWPSO+B-BPNN
Attributes 8 8 8 8 8 8 8
Correctly classified instances 0.5000 0.6428 0.5263 0.6923 0.5833 0.6667 0.7142
Incorrectly classified instances 0.5000 0.3572 0.4737 0.3077 0.4167 0.2623 0.2858
Kappa statistic 0.2437 0.4815 0.2830 0.4851 0.3878 0.5151 0.5385
Mean absolute error 0.5455 0.3571 04211 0.3076 0.5000 0.4167 0.2857
Root mean squared error 0.7977 0.5976 0.6488 0.5547 0.8165 0.7637 0.5345
6.2 Analysis and discovery of spreading patterns that some users with strong propagation desire only spread

disinformation in the social platform for specific malicious
purposes. The sharing activity of users with strong propa-
gation desire is significantly higher than that of users with
medium and weak propagation desire, as shown in Fig.2(c).
In Fig.2(d), with respect to the factor local circle of social
platform, there is not much difference among the types
of audience entities. Moreover, in Fig.2(e), when the entity
type of the sharing audience is third-party platform friends
and groups, the number of users with medium intensity
propagation desire is always between those of the users
with strong and weak propagation desire. Finally, as shown
in Fig.2(d), 2(e), and 2(f), social users with propagation
desires tend to utilize their familiar social platforms and
local circles for communication, and users with medium and
strong propagation desire occupy a proportion of 68.61%. In
addition, the behaviour and desire to spread disinformation
to the cross-platform are not strong, and users with medium
and strong propagation desire only account for 3.14%.

To analyse the factors that affect the intensity of users’ prop-
agation desire, we examine the quantity of disinformation
and true information, the activity of users spreading disin-
formation, and the types of audience entities that users share
disinformation. In this experiment, the audience entity types
include local circles of social platforms, friends and group-
s of third-party social platforms (WeChat, QQ, LinkedIn,
Weibo, etc.), and circles of friends of third-party platforms.
We plot the cumulative distribution function (CDF) curves
of the relevant factors that affect the intensity of users’
propagation desire, as shown in Fig.2. In Fig.2(a), when the
number of users spreading disinformation is less than 50,
the proportion of users with a strong propagation desire
is much close to that of users with medium propagation
desires. However, when the number of users spreading
disinformation is more than 50, the proportion of users with
strong propagation desire is more than that of users with
medium and weak propagation desire. Fig.2(b) shows that
40% of the users spread no real information, which indicates
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6.3 Inference results and analysis

In this section, we mainly show the experimental results
from the following two aspects. 1) We describe and an-
alyze the result of user groups division according to the
disinformation topics spread by social users. 2) We design a
comparative experiment by using some baseline methods to
further test the performance of our method.

1) Social user groups division results: The division of user
groups depends on the disinformation topics spread by so-
cial users. It is difficult for LDA to determine the appropriate
number of topics in a sample. Moreover, in the process
of calculating the topic distribution, the selection of topic
number directly affects the generalization ability of the LDA
model. We apply perplexity as the evaluation index to judge
the generalization ability of the model [56]. Generally, the
lower the perplexity of a model is, the better the generaliza-
tion ability. Figure 3(a) shows the relationship between the
number of topics and perplexity: the perplexity is the lowest
when the number of topics is 10. Therefore, we choose the
number of topics k = 10. The initial hyperparameters in the
model iteration are o =50/K and 3 =0.01, and the number
of iterations of Gibbs sampling is 5000. Finally, the potential
topic distribution and the probability distribution of the
corresponding words are calculated. From the perspective
of topic distribution content, we find similarities in some
topics. For example, the disinformation of vaccine injection
events and COVID-19 event outbreaks in Qingdao, China,
are topics related to COVID-19. Therefore, all disinformation
related to COVID-19 is classified as the COVID-19 topic
type. Through further integration, we divided all the topics
spread by users on the social platform Shareteches (formerly
CyVOD) into the following four types: COVID-19, food safe-
ty, medical care and health, and environmental protection.
Figure 3(b) shows the proportion distribution of 10 topics
output by the LDA model under the above four categories.
The food safety and environment types account for 30%.
Meanwhile, COVID-19 and medical and health account for
20%.

On the basis of topics division, we further employ the
cosine similarity formula (21) to calculate the content simi-
larity score between the top-50 keywords set corresponding
to each user’s topic distribution of spreading disinformation
and the top-50 keywords set corresponding to the above
four topics. Note that we utilize a threshold of the similarity
score 0.95 to classify the four types of topics. Finally, we
regard the groups composed of users who propagate the
above four types of information as group A, group B, group
C and group D. On the basis of group division, combined
with the intensity of users’ desires to spread disinformation,
we can conclude that the intensity of social users desires to
spread disinformation is related to the topics and groups
that users are interested in, while the propagation motiva-
tion of social users is not strong under non-concerned topics.

2) Inference results and performance analysis: The inference
of user desires to spread disinformation can be considered
as a multi-class classification problem. As some baseline
approaches for the comparisons in this experiment, we used
the following several representative methods.

BPNN: BPNN is a classical neural network model, which
has good nonlinear mapping ability. The model can be ap-
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plied to solve the classification problem of user propagation
desire intensity level through an activation function.

XGBoost: XGBoost is an advanced supervised learning
model for identifying fake news in social media [67]. We
take the propagation characteristics as the model input, and
obtain the prediction results of the user’s propagation desire
intensity level.

SVM-TS: The SVM-TS presented by Ma et al [68] is a
classification algorithm based on dynamic sequence time
structure. The algorithm employs the time characteristics
of content features, user features and propagation features
as the input of the support vector machine (SVM) model,
and then outputs the classification results of rumors. We
implement this algorithm to classify propagation desire
intensity level.

PCA-+Random Forest: Al-Qurishi et al. [69] utilized the
principal component analysis (PCA) method to rank the
importance of user features and obtained the weights of
different user characteristics. On the basis of it, these fea-
tures are fed into the random forest classifier to accomplish
the user classification task. We choose it as a classification
method for comparison.

FNED: The FNED proposed by Liu et al. [70] is a classifi-
cation method based on a deep neural network. We utilize it
as a baseline method to predict propagation desire intensity
level.

In addition, we also select several classical machine
learning algorithms, such as logistic regression (LR) as a
basic baseline method for comparison.

In order to accurately assess the intensity level of users’
desire to spread disinformation, we firstly utilize the correct-
ly classified instances, kappa statistics, mean absolute error
and root mean square error to compare the performance
of the model. In addition, to make a more comprehensive
analysis of the advantages of the proposed propagation
desire reasoning method, we also employ Macro-P, Macro-
R and Macro-F1 to measure the performance of different
methods. The specific calculation formulas are expressed as
follows:

1 n
M —P=- P;
acro nz

(22)
i=1
M R 1 iR 23
acro— R= — i
n 2 (23)
Macro — Fr — 2 X macro — P x macro — R (24)

macro — P+ macro— R

Fy; = 2P;R;/(P;+R;). Inaddition, T P, refers to the number
of positive categories predicted correctly in category 7, F'N;
represents the number of negative categories with predic-
tion errors in category i, and F'P; refers to the number of
positive classes with prediction errors in category .

Using group partitioning, we first compare the proposed
algorithm with six other baseline methods for groups A to
D. According to findings outlined in Table 2, the prediction
accuracy of the AWPSO+B-BPNN algorithm in the test set
reaches 84%, and for the other algorithms, except for the
XGBoost algorithm, the accuracy is between 60% and 70%.
The corresponding kappa statistic of the AWPSO+B-BPNN
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Fig. 4. Overall performance comparison with different approaches over Groups A, B, C and D. The horizontal and vertical coordinates in (a)-(d)
denote three evaluation indexes (Macro-P, Macro-R and Macro-F1) and the corresponding probability values. The definitions of the evaluation
metrics are provided in section 6.3. In addition to the proposed AWPSO+B-BPNN method, BPNN, SVM-TS, FNED, PCA+RF, XGBoost and logistic
regression are chosen as comparison methods. For each group, we analysed and compared the performance of each method based on these three
indicators via histograms. Consequently, from (a)-(d), we can observe that the performance of desire inference using the AWPSO+B-BPNN method

is better than that of the other six methods.

algorithm is 0.75, while those of the other six algorithms
are 0.53, 0.62, 0.47, 0.59, 0.70 and 0.57. In Table 3, the
accuracy of the AWPSO+B-BPNN algorithm in the test set
is 86%, while the accuracies of the other six algorithms are
60%, 73%, 66%, 71%, 82%,and 64%. The kappa statistic of
the AWPSO+B-BPNN algorithm is 0.76, and those of the
other six algorithms are basically between 0.4 and 0.7. In
addition, the corresponding mean absolute error and root
mean squared error of the AWPSO+B-BPNN algorithm are
significantly better than those of the other five algorithms. In
table 4 and table 5, we can also observe that the AWPSO+B-
BPNN algorithm obtained the optimal result by comparing
different baseline methods.

The other evaluation metrics utilized in this experiment

Authorized licensed use limited to: Zhiyong Zhang.

to assess our model are Macro-P, Macro-R and Macro-F1.
The results are shown in Fig.4. The horizontal and vertical
coordinates in Fig.4 denote the above three evaluation in-
dexes and the corresponding probability values. The Macro-
P of the AWPSO+B-BPNN algorithm is 0.778, 0.874, 0.777
and 0.824 in group A, group B, group C and group D,
respectively, significantly higher than those of the BPNN
algorithm and the other five machine learning methods.
The Macro-F1 values of 0.781 for group A, 0.855 for group
B, 0.820 for group C, and 0.711 for group D illustrate that
the AWPSO+B-BPNN algorithm obtains a good balance in
terms of the Macro-P-Macro-R trade-off. From Fig.4(a)-(d),
we can observe that the performance of desire inference
using the AWPSO+B-BPNN algorithm is better than those
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of the other six algorithms.

7 DISCUSSION

The inference of user desires to spread disinformation is
the primary link for researchers in academia and industry
to study the dissemination and control of disinformation.
At present, social platform managers mainly adopt “one
size fits all” approaches for disinformation disseminators,
and lack fine-grained schemes and refined management for
disinformation governance. As disinformation campaigns
become more widespread on OSNs, governments and social
platform managers urgently need a complete set of fine-
grained schemes to counter the spread of disinformation. In
order to fill this gap, this paper provides a fine-grained hier-
archical processing method for social platform managers by
grading the desire intensity of users to spread disinforma-
tion and the subjective malicious degree of communicators
under different topics and groups.

According to the results provided by the propagation
desire inference model under different topics and groups,
social platform managers can implement timely and effec-
tive fine-grained space-time usage control before and during
communication for users flagged for strong propagation
possibility, and finally realize the active control ability of
disinformation transmission. The technology proposed in
this paper has been applied in the social network platform
Shareteches. Furthermore, this technology has certain uni-
versality and versatility, and can also be further applied to
the governance and control of disinformation in third-party
social platforms.

8 CONCLUSION

Existing measures to counter the spread of false information
online focus on “one size fits all” approaches (e.g., “account
prohibition and deletion”). In this paper, we presented fine-
grained governance and mitigation strategies, and hopefully
such strategies can minimize disinformation dissemination.
We determined that the intensity of social users’ desires to
spread disinformation is related to the topics and groups
that users are interested in (i.e., the stronger the interest, the
more likely the user will be to engage in disinformation).
Additionally, social users with propagation desires tend
to utilize their familiar social platforms and local circles
for communication, and users with medium and strong
propagation desire occupy a proportion of 68.61%. The
behaviour and desire to spread disinformation to the cross-
platform are not strong, and users with medium and strong
propagation desire only account for 3.14%.

Specially, we proposed a user group partition method
that divides disseminators into different groups according
to the content and regularity of spreading disinformation.
Then, according to the internal relationship between the
user’s propagation desire and behaviour, a user’s propa-
gation desire inference model based on propagation charac-
teristics (behaviour characteristics and time characteristics)
and a B-BP neural network are constructed for each group.
Due to the interaction of user propagation behaviour and
the correlation among propagation characteristics, the B-
BP neural network may over-fit. Therefore, we utilize the
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AWPSO evolutionary algorithm to further optimize the B-
BP neural network. Compared to the other six methods, our
model has obvious advantages in terms of accuracy and ro-
bustness. For example, our approach allows us to accurately
quantify the malicious degree of user propagation desire
and determine the internal relationship between group user
propagation behaviour and desire.

Building on the understanding of the inference of group
users’ propagation desires, we will further analyse user
propagation trends and identify user propagation goals
and intentions with the aim of mitigating disinformation
propagation more effectively in the future.
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